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Abstract 

 
Many legacy information systems are currently being clouded. This is due to the advantage 

of being able to respond flexibly to the changes in user needs and system environment while 
reducing the initial investment cost of IT infrastructure such as servers and storage. The 
infrastructure of the information system migrated to the cloud is being integrated through the 
API connections, while being subdivided by using MSA (Micro Service Architecture) 
internally. DBMS (Database Management System) is also becoming larger after cloud 
migration. Scale calculation in most layers of the application architecture can be measured and 
calculated from auto-scaling perspective, but the method of hardware scale calculation for 
DBMS has not been established as standardized methodology. If there is an error in hardware 
scale calculation of DBMS, problems such as poor performance of the information system or 
excessive auto-scaling may occur. In addition, evaluating hardware size is more crucial 
because it also affects the financial cost of the migration.  

CPU is the factor that has the greatest influence on hardware scale calculation of DBMS. 
Therefore, this paper aims to calculate the conversion factor for CPU scale calculation that 
will facilitate the cloud migration between heterogeneous DBMS. In order to do that, we utilize 
the concept and definition of hardware capacity planning and scale calculation in the on-
premise information system. The methods to calculate the conversion factor using TPC-H tests 
are proposed and verified. In the future, further research and testing should be conducted on 
the size of the segmented CPU and more heterogeneous DBMS to demonstrate the 
effectiveness of the proposed test model. 
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1. Introduction 

According to many studies and recent reports, the adoption of cloud computing has increased 
during COVID-19 pandemic[1]. This is because the importance of cloud technology became 
more apparent in the pandemic environment. But despite the high level of interest in cloud 
deployment, there are still a lot of the burden and concern[2]. After the pandemic, the number 
of cloud transition has been reduced a little bit as many digital transformation projects slowed 
down, but many companies are still moving forward with the expectation for cost 
reduction[3][4]. Existing on-premises systems tend to prioritize stability and thus secure even 
unnecessary resources in advance, which often wastes money[5].  If it is determined that the 
cost of cloud transition is lower than the cost of maintaining existing IT systems, cloud 
transition will be more accelerated[6]. One of the biggest issues when converting to the cloud 
is to switch to the cloud while using the capacity and settings designed for the on-premise 
system because of fast transition and difficulty in design, even though redesigning is necessary 
for cost efficiency. In other words, in order to convert an existing IT system to the cloud, a 
design that considers the cloud environment must be preceded, but it focuses only on the 
transition to the cloud and does not properly calculate the size, which is a key indicator for 
successful migration[5][6]. 

Cloud migration in terms of DBMS is also proceeding without accurate calculation. Scale 
calculation is important when converting to the cloud, especially if different DBMS engines 
are installed on-premises and the cloud, due to the different costs. 

Fig 1. is a cloud migration process that consists of Enable – Evaluate – Design, Develop & 
Standardize – Deploy – Optimize[7]. The scale calculation of heterogeneous DBMS in cloud 
migration, which is focused on in this paper, should be defined at the Enable stage[8]. If the 
analysis and definition of the existing on-premises system are not performed in advance, 
problems may arise in the Analysis and Proof of Concept stage and cannot proceed to the 
subsequent stages. Migration without scale calculation is not a true migration, and it results in 
only moving the location to the cloud. Thus, it is hard to benefit from the advantages of 
operational efficiency, cost efficiency, and shortening the development period due to the cloud 
migration[7][8].  
 

 
 

Fig. 1. Cloud migration process 
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If a problem occurs during the DBMS migration to the cloud, it may be solved while auto-
scaling operates in the Optimize step. However, in this case, excessive load cannot be avoided 
at the start of the Managed Service, and outages may occur in severe cases. This kind of scale 
calculation error should be regarded as a failure to migrate to the cloud from the perspective 
of operational efficiency and cost efficiency[8]. 

The purpose of this paper is to propose a new method for determining the appropriate CPU 
core for optimal DBMS performance by performing TPC-H tests on various heterogeneous 
DBMSs. The characteristics of each query constituting the TPC-H test can also be reflected to 
determine the appropriate DBMS for each task. 

The composition of this paper is as follows. Chapter 2 describes the concept and calculation 
method of scale calculation in the on-premises information system as related research. Chapter 
3 proposes the conversion factor calculation technique and verification method for the scale 
calculation of heterogeneous DBMS. Chapter 4 confirms the effectiveness of the proposed 
technique through experiments. Finally, Chapter 5 concludes with a description of conclusions 
and future studies. 

2. Related Research 

2.1 Definition of Scale Calculation 
The terms of capacity management, capacity planning, and scale calculation are used 
interchangeably without clear distinction. However, there are clear differences between these 
terms. First, in order to define the exact concept of hardware scale calculation, the definitions 
and concepts of capacity management, capacity planning, and scale calculation are given as 
follows[9][10]. 

Capacity management can be defined as establishing a capacity plan necessary to meet 
business requirements and to balance between cost and capacity. Capacity management 
focuses on continuous management and includes not only information system resources within 
the organization, such as systems and networks, but also enterprise resources[9][10]. 

Capacity planning can be understood as a plan to determine the performance required by 
the system based on the schematic system architecture and application tasks. This capacity 
planning is determined through the peak rate and margin rate of the information system, which 
are calculated based on the shape, operation characteristics, and the number of users of the 
client applications[9][10]. 

On the other hand, scale calculation refers to the conversion of basic capacity and 
performance requirements into system requirements. The factors determined at the time of 
scale calculation include the CPU type or the number of servers, disk size or shape, memory 
size, and network capacity[9]. 

In summary, scale calculation uses a mathematical methodology to calculate the size of the 
information system, and given the architecture of the information system, it can be viewed as 
a sublevel concept of capacity planning and capacity management that determines 
performance and management requirements[9][10]. 

In scale calculation, performance evaluation is a very important process in the design and 
implementation stage of software systems such as DBMS or middleware, and the benchmark 
methods developed by public organizations are widely used[10]. 

Specifically, in the case of DBMS, the benchmark of TPC (Transaction Processing 
Performance Council) is used, and the benchmark test method of SPEC (Standard Performance 
Evaluation Corporation) is applied to middleware[10]. Using this standardized benchmark 
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method, it is possible to evaluate the performance of the system on an objective and consistent 
basis[9]. 

When performing system performance evaluation and scale calculation, it is important to 
comprehensively consider the characteristics of the system architecture and workload, not just 
the function of the software. This reflects various situations that the system will experience in 
the actual operating environment and enables accurate performance prediction. In particular, 
the scale calculation of the DBMS CPU should vary depending on the characteristics of the 
workload that the server must process. The type, size, and complexity of transactions handled 
by DBMS greatly affect the server's CPU usage[10][11]. 

For example, a high performance transaction processing system that needs to process a large 
amount of data in real time will require high CPU performance, and a system that focuses on 
data retrieval will require relatively low CPU performance. This approach that considers the 
characteristics of the system architecture and workload in the scale calculation process meets 
the various requirements that the system may face in the future while ensuring efficient 
resource usage. 

2.2 Three Methods of Scale Calculation 
The scale calculation of an information system is a matter of future prediction of usage, and 
the accuracy depends on the calculation method[10]. As summarized in Table 1, three types 
of methods are used to calculate the size of the information system: the Calculating Method, 
the Referencing Method, and the Simulation Technique[9]. 
 

Table 1. Methods of scale calaulation 
Classification Concept Advantage Disadvantage 

Calculating 
Method 

- Identifying factors for 
scale calculation 

- Calculating capacity 
- Applying calibration 

values 

- Clear basis for 
scale calculation 

- Simple calculation 
method 

- Errors according to 
calibration values 

Referencing 
Method 

- Calculation referring to  
similar systems 

- Low possibility of 
error in scale 
calculation 

- Difficulty in 
presenting evidence 

Simulation 
Technique 

- Simulation after 
workload modeling 

- Accurate scale 
calculation  

- Time and cost 
consuming 

 
The first, calculating method has the advantage of calculating the capacity value based on 

the number of users and applying the calibration value to provide an accurate basis. However, 
if the calibration value is incorrect, there is a disadvantage that the results may differ a lot from 
the required capacity[9]. 

The second, referencing method is to calculate by referring to the size of similar systems 
based on basic data such as workload. When the referenced information system is stable, it 
can show high reliability, but it is difficult to present the calculation basis because it is just a 
referencing method rather than a calculation method[9]. 

The third, simulation technique is a method of modeling and simulating the workload for 
the target task and calculating the scale, which can obtain accurate results compared to the 
referencing method, but the calculation process is expensive and time consuming[9]. 

In scale calculating of the current information system, most of them use the referencing 
method, and calculating methods are also used in some cases. But there are many problems 
when building the system due to the inability to accurately calculate the size. In the cloud 
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migration, a dedicate scale calculation guide is not presented, so the existing scale calculation 
guide for on-premises construction is currently followed[11]. Using the referencing method in 
the migration process is the same as using the system that will be used in the cloud as a tester. 
In other words, it is to test the operation after applying it to B system without changing the 
settings and data of the existing A system. If cost and time are not taken into account, testing 
the new system using the existing system is a good way to check the performance in the real 
environment. But it should be used carefully because it can lead to dangerous situations that 
affect existing system. 

2.3 Test Model for Migration 

2.3.1 Selection of Benchmark Test Models 
The TPC is a committee established in the United States in 1998 and is an organization that 
sets standards for the processing performance of transactions. The TPC presented 18 
benchmark tests, and currently 10 benchmark tests are actually used[12]. 

 
In the past, TPC-C, a benchmark test for OLTP (Online Transactional Processing), was used 

as a scale calculation method in the operating environment of the on-premises information 
system[13], and benchmarks for DSS (Decision Support System) have also been widely used 
recently. It is not clearly determined which of the two benchmark tests is better than the other. 
But DSS accesses more databases than OLTP, and because the transaction itself consists of 
large and long complex queries, it typically takes longer to execute and provides a harsh 
environment where DBMS_LOCK occurs a lot[14]. 

TPC-D is a DSS benchmark model, which can reflect recent information system tendencies 
with complex queries[14]. In this paper, we use TPC-H, which is a DSS benchmark model 
improved from TPC-D with added power and throughput tests. 

TPC-H's 22 power test queries have their own business characteristics, and they can be 
divided into three main types: 12 update tasks, 5 insert tasks, and 5 writing tasks. [12]. 

2.3.2 Measurement of Performance 
The TPC-H query power test results are used to calculate the processing power according to 
the database size. The processing time of a query is to calculate a special kind of average, that 
is, a geometric mean, by utilizing the values of all measured intervals. In this method, after 
multiplying the values of all intervals, an average value is derived by taking a root 
corresponding to the number of multiplication results (the number of measured intervals). This 
approach is suitable as a mathematical method that can evenly reflect volatility when each 
time interval is different and the fluctuation is large. The reason for using geometric mean is 
that there are cases where the arithmetic mean method, which simply adds all values and 
divides them by the number, does not properly reflect the large difference between the 
intervals[12][15]. 

For example, when some queries are processed very quickly and some are processed 
relatively slowly, geometric averages fairly reflect the effects of these different processing 
speeds, providing more balanced averages. 

This calculation method is particularly useful in benchmark measurement methods such as 
TPC-H. The TPC-H benchmark is used to evaluate the performance of complex database 
queries, and by obtaining the average value of various query processing times, the overall 
performance of the database system can be understood comprehensively. This is expressed as 
an equation as follows[12]: 
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TPC− H Power@size =  3600∗𝑆𝑆𝑆𝑆
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                         (1) 

                       
 

QI(i,0) represents the query operation time within a single query of the power test. RI(j,0) 
represents the operation time of the query after realizing the data changed by driving the 
information system within the single query of the power test. Size is the database size selected 
for measurement and SF is defined as the corresponding scale factor[12][15]. 

 
The throughput test is used to measure the scale of the DBMS. It measures the ratio to the 

number of queries operated within the measurement time. 3600 is the length of an hour 
expressed in seconds and 22 is the number of queries in TPC-H. Since the performance results 
of the TPC-H benchmark are mainly expressed as the number of queries that can be processed 
per hour, they are calculated using this number. Ts is the total execution time taken to execute 
all 22 queries for a specific scale factor (SF). It is a measure of the time required for the system 
to process a given workload[12][15]. 

SF is a scale factor and represents the size of the database used in the TPC-H benchmark. 
The larger the SF value, the larger the size of the database, and the complexity of the test and 
the amount of data to be processed will increase. The scale factor is used to control the data 
volume in the test environment[12][15]. 

The throughput test is used to calculate the number (throughput) of queries that the database 
system can process in an hour at a given scale factor, which is expressed in the following 
formula[12]: 
 

TPC− H Through@Size = 𝑆𝑆∗22∗3600
𝑇𝑇𝑠𝑠

∗ 𝑆𝑆𝑆𝑆                                     (2) 
 

TPC-H Throughput@Size refers to the Queries per hour * Scale-Factor, and according to 
the TPC test guide, measurements are checked to one decimal place and then rounded up[12]. 

QphH@size (TPC-H composite query-per-hour performance metric) is defined as a 
combination of TPC-H power test results and TPC-H Throughput@Size, which can be 
formulated as follows[12]: 
 

QphH@Size = �𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃@𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃 ∗  𝑇𝑇ℎ𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟ℎ𝑝𝑝𝑟𝑟𝑝𝑝@𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃                           (3) 
 

QphH@Size represents the number of queries per hour, where measurements are checked 
to a decimal place and then rounded up[12]. 

This paper calculates and verifies the conversion factor based on the execution time of 
QphH@size. 

3. A Method for Calculating Conversion Factor for Scale Calculation of 
Heterogeneous DBMS  

This paper proposes a conversion factor calculation technique for the scale calculation of 
heterogeneous DBMS migrated to the cloud. Migration is defined as converting an on-
premises information system currently in operation to a cloud system. In this paper, the 
conversion factor for the scale calculation of heterogeneous DBMS is defined as "a value for 
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correcting the performance difference between the reference DBMS and the DBMS to be 
changed,” As the standard product, Product O is used and it is the product operated the most 
currently. For example, when 8 core of CPU is allocated from product O of the current 
operating system, and if product P operates as 16 core after migration, the conversion factor 
becomes 2 in this case. 

In this paper, a TPC-H test is conducted to calculate the conversion factor of DBMS before 
and after cloud migration. The result of the test is calculated as the query operation time. The 
conversion factor is calculated by dividing it into an overall conversion factor and a conversion 
coefficient according to three tasks classified as update, insert, and writing, so that it can be 
used in various situations. 

3.1 Process for Calculating Conversion Factor 
The method of calculating the conversion factor for conversion uses a combination of the 
Referencing method and Simulation technique mentioned in Table 1 of 2.2. For the selection 
of the standard product, the Referencing method, which is calculated by referring to the 
capacity of the business system to be converted, is used. After that, comparative evaluation 
through simulation technique is conducted to scale calculation of the DBMS to be converted. 
For the performance calculation of heterogeneous DBMS, it is calculated as QphH@size of 
2.4.2, and the conversion factor is derived by comparing the QphH@Size between 
heterogeneous products. 

The performance expressed in 2.3 is a method of determining the product of DBMS and 
calculating the capacity, so it is based on CPU characteristics and memory characteristics. 
Since the CPU is the factor that has the greatest influence on the hardware scale calibration of 
DBMS, this paper proposes the CPU scale calibration technique. 

In the scale calculation of a general information system, a product is determined and the 
scale calculation of CPU and memory is selected. However, this test is conducted while fixing 
CPU and memory between scale calculations and changing DBMS products. Based on this, 
QphH@size of 2.4 is derived, the conversion factor is calculated through 3.2 (4), and the 
average is calculated through (5). 

When applying the conversion factor in this paper to an information system that migrates to 
the cloud, it is based on the CPU usage scale of DBMS operated by the on-premises 
information system, and the conversion factor is applied to scale calculation of the conversion 
business system. 

Finally, the calculated conversion factor is verified. The work can be verified by checking 
the required capacity of (6) applying the conversion factor to the QphH@size for the standard. 

3.2 Calculation of Conversion Factor according to Work Tasks and Overall 
This experiment is derived as a proportional value of heterogeneous DBMS compared to the 
reference DBMS. The derived value is calculated as two types of overall conversion factor to 
be applied to the entire business system and tasks conversion factor. 

First, in the overall scale calculation of the information system to be converted, the test 
operation time of 22 queries of the power test is derived as a result. Second, in the scale 
calculation according to the work characteristics of each unit according to the MSA (Micro 
Service Architecture), three conversion factors for each task described in 2.5 are derived as a 
result. 

The calculation of the conversion factor is formulated as follows: 
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Conversion Factor =  
𝑋𝑋′𝑄𝑄𝑄𝑄ℎ𝐻𝐻@𝑆𝑆𝑖𝑖𝑆𝑆𝑆𝑆(𝑥𝑥 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)

𝑂𝑂′𝑄𝑄𝑄𝑄ℎ𝐻𝐻@𝑆𝑆𝑖𝑖𝑆𝑆𝑆𝑆(𝑥𝑥 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)
                                      (4) 

 
O'QphH@size is the scale calculation of the DBMS of the reference O product, and the 

result is expressed as operation time. X'QphH@size is the scale calculation of heterogeneous 
DBMS, and the result is expressed as operation time. 

X represents the number if cores: 8 cores, 12 cores, and 16 cores. Between the calculation 
of the conversion factor, the same variable should be put into the reference product and the 
heterogeneous product subject to migration. 

O'QphH@size enters the denominator as a reference, and the value of the heterogeneous 
DBMS subject to migration is X'QphH@size as a numerator. 
 

 Conversion Factor =  �
�
𝑋𝑋′𝑄𝑄𝑄𝑄ℎ𝐻𝐻@𝑆𝑆𝑖𝑖𝑆𝑆𝑆𝑆(8 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)

𝑂𝑂′𝑄𝑄𝑄𝑄ℎ𝐻𝐻@𝑆𝑆𝑖𝑖𝑆𝑆𝑆𝑆(8 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)
� + �

𝑋𝑋′𝑄𝑄𝑄𝑄ℎ𝐻𝐻@𝑆𝑆𝑖𝑖𝑆𝑆𝑆𝑆(12 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)

𝑂𝑂′𝑄𝑄𝑄𝑄ℎ𝐻𝐻@𝑆𝑆𝑖𝑖𝑆𝑆𝑆𝑆(12 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)
�

+ �
𝑋𝑋′𝑄𝑄𝑄𝑄ℎ𝐻𝐻@𝑆𝑆𝑖𝑖𝑆𝑆𝑆𝑆(16 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)

𝑂𝑂′𝑄𝑄𝑄𝑄ℎ𝐻𝐻@𝑆𝑆𝑖𝑖𝑆𝑆𝑆𝑆(16 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)
�

�/3                (5) 

 
The average conversion factor is the average value of the conversion factor for each core, 

which is tested three times with 8 cores, 12 cores, and 16 cores each. The separate calculation 
of the conversion factor and the average conversion factor is to cope with an error in which 
the DBMS performance does not increase in proportion to the CPU size, but in contrast, there 
may be a slowdown or decrease in change when the scale calculation of a large information 
system is required. 

The conversion factor and the average conversion factor should be calculated by applying 
the same procedure to the overall part and the tasks of update, insert, and writing. 
Product O has a conversion factor of 1, and the closer the conversion factor of the product to 
be changed is to 1, the more the system can be migrated without considering additional CPU 
input. 

3.3 Verification of Conversion Factor Results 
The verification of the calculation result of the conversion factor proceeds to check whether 
similar results are produced in the actual test for the calculated conversion factor. 

The verification method is formulated as follows: 
 

𝑋𝑋′𝑄𝑄𝑝𝑝ℎ𝐻𝐻@𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃(𝑥𝑥 𝑐𝑐𝑐𝑐𝑐𝑐𝑆𝑆) ≈ 𝑂𝑂′𝑄𝑄𝑝𝑝ℎ𝐻𝐻@𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃�𝑥𝑥′ 𝑐𝑐𝑐𝑐𝑐𝑐𝑆𝑆�                                      (6) 
 
x' core means a core value calculated by dividing the conversion factor with respect to the core 
of the reference product. This is to determine the core of the reference product proportional to 
the core of the comparative product. 
Verification confirms that similar values are obtained by comparing QphH@size(x’ core) of 
the O product with QphH@size(x core) of the product to be compared in (6). 
This verification method should be applied equally to the overall and the three tasks: update, 
insert, and writing. 

4. Experimental Result 

4.1 Test Environment  
The experiment was conducted on two commercial and three open source products. 
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Table 2. Test equipment information 

Equipment Detail Specific Details Note 

CPU Intel(R) Xeon(R) Silver 4216 CPU @ 
2.10GHz 16 Cores 32 Threads  

MotherBoard ASUS WS C621E SAGE   

RAM 128 GB 64GB * 2EA 
(2400 MT/s) 

 

STORAGE 1.40 TB NVMe SSD  

 
The test was preformed under the same environment on one device, and the specifications 

of the device are summarized in Table 2. 
The environment of the test equipment was set to 1 Socket and 100GB, and tested with each 

3 types such as 8 core, 12 core, and 16 core. 

4.2 Test Result  
The test results are collected by 22 queries, and the sum is expressed as QphH@size. 

As a result of the test, only 3 out of 5 products generated results. Product A and product M 
ran as a single core, and QphH@size was checked in 3 queries, but it generated timeout results 
in 19 queries. Looking at the results of the three products, product O and product T show 
similar performance, and product P shows excessive performance degradation in a specific 
query. The results show a significant difference between 8 core and 12 core at 16 core.  

 

4.2.1 Overall Conversion Factor 
When the result of QphH@size 16 core is expressed as O:T:P, it is 466:622:6754. If this is 
changed to the conversion factor of the overall, O:T:P becomes 1:1.3:14.5. And the same result 
was derived when the average conversion factor was calculated. In other words, when the 
information system operated by 16 core of the product O is converted to product T, which is a 
heterogeneous DBMS, it can be scaled to 20.8 core.  
 

Table 3. Overall test result 

Overall 
Product O Product T Product P 

16core 12core 8core 16core 12core 8core 16core 12core 8core 

QphH@size 465.8 628.9 931.7 622.0 777.5 1225.4 6754.8 9456.8 13239.5 
Conversion 

Factor 1.0 1.0 1.0 1.3 1.2 1.3 14.5 15.0 14.2 

Average 
Conversion 

Factor 
1.0000 1.3 14.6 

4.2.2 Conversion Factor According to Work Tasks 
In order to calculate the conversion factor for work characteristics, the work characteristics of 
22 queries of TPC-H were divided into three categories: update, insert, and writing. 
First, 12 queries, including numbers 1 and 2, showed update task. Among the measured values 
for each query of QphH@size, the value of the query showing the update task is shown in 

mailto:QphH@size
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Table 4. 
When the QphH@size 16 core result of update tasks is expressed as O:T:P, it is 

226:458:4900. If this is changed to the update task conversion factor, O:T:P becomes 1:2:21. 
And the same result was derived when the average conversion factor was calculated. As a 
result, product P is not suitable for update tasks. In particular, product P is not suitable for 
query 9 that calculates the Profit Measurement by Product Type and query 18 that calculates 
Top Customers. 

 
Table 4. Update tasks result 

Update 
Product O Product T Product P 

16core 12core 8core 16core 12core 8core 16core 12core 8core 

QphH@size 225.7 304.8 451.5 457.9 572.3 902.0 4900.0 6860.0 9604.0 
Conversion 

factor 1.0 1.0 1.0 2.0 1.9 2.0 21.7 22.5 21.3 

Average 
Conversion 

Factor 
1.0 2.0 21.8 

 
Second, five queries, including numbers 3 and 4, showed insert task. Among the measured 

values for each query of QphH@size, the sum of the query values showing insert task is shown 
in Table 5. 

When the QphH@size 16 core result of insert tasks is expressed in O:T:P, it is 153:50:1238. 
If this is changed to the update task conversion factor, O:T:P becomes 1:0.3:8. As a result, 
product P is not suitable for insert tasks. And the same result was derived when the average 
conversion factor was calculated. The peculiarity of insert task is that product T outperformed 
the standard product O, and it is the only experimental result that precedes the standard product.  

 
Table 5. Insert tasks result 

Insert Product O Product T Product P 
16core 12core 8core 16core 12core 8core 16core 12core 8core 

QphH@size 153.4 207.1 306.9 53.1 66.3 104.5 1237.6 1732.7 2425.8 
Conversion 

factor 1.0 1.0 1.0 0.3 0.3 0.3 8.1 8.4 7.9 

Average 
Conversion 

Factor 
1.0 0.3 8.1 

 
Finally, writing tasks were shown in five queries, including 5 and 11. Among the measured 

values for each query of QphH@size, the values of the query showing insert characteristics 
are summed as shown in Table 6. 

When the QphH@size 16 core result of the writing task is expressed in O:T:P, it is 
87:111:617. If this is changed to the writing tasks conversion factor, O:T:P becomes 1:1.2:7. 
And a similar result was derived when the average conversion factor was calculated. In the 
writing tasks, product P showed the lowest performance, but in query 20, which is a Promotion 
Potential business query, product P showed the best performance. This is a valid result to 
confirm that product P can also exhibit excellent performance for a single writing task. 
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Table 6. Writing tasks result 

Writing 
Product O Product T Product P 

16core 12core 8core 16core 12core 8core 16core 12core 8core 

QphH@size 86.7 117.0 173.3 111.1 139.0 219.0 617.2 864.1 1209.7 
Conversion 

factor 1.0 1.0 1.0 1.3 1.2 1.3 7.1 7.4 7.0 

AVE 
Conversion 

Factor 
1.0 1.2 7.2 

 
When the QphH@size 16 core result of the writing task is expressed in O:T:P, it is 

87:111:617. If this is changed to the writing tasks conversion factor, O:T:P becomes 1:1.2:7. 
And a similar result was derived when the average conversion factor was calculated. In the 
writing tasks, product P showed the lowest performance, but in query 20, which is a Promotion 
Potential business query, product P showed the best performance. This is a valid result to 
confirm that product P can also exhibit excellent performance for a single writing task. 

4.3 Verification of Results  
The verification of the results for the conversion factor can be calculated from the test results 
for product T, but in the case of product P, the conversion factor was significantly out of the 
range of the results in all parts of the test, so the verification work could not be carried out. 

In the overall part, the conversion factor of the result of 16 core based on product O and the 
result of product T is 1:1.3, and the x' core is 12.3 core, a 30% reduction from 16 core of 
product O. The verification is conducted in the form of comparing the 12 core results of 
product O with 16 core of product T. In the 12 core of product O in Table 3, QphH@size is 
628.94, and QphH@size is 622.04, indicating that the conversion factor is an applicable value. 
This can be checked in the same way for each task. 

First, in the case of the update task, it can be seen in Table 4, the conversion factor of O 
and T products is 1:2, and the x' core is 8core, a 50% reduction from the 16core of O product. 
When comparing the 8core of O product with the 16core of T product, it can be seen that it 
also fits 451.58:457.86. 

The results of insert tasks can be found in Table 5, and the conversion factor of product O 
and T is 1:0.3, and x' core becomes 16 core, a 50% increase from 8core of product O. When 
comparing 16core of product O with 8 core of product T, it is out of the verifiable range of 
153.44:104.5. However, it can be inferred that this is correct when calculated as a ratio. 

Finally, the results of writing tasks can be found in Table 6, and the conversion factor of 
product O and Product T is 1:1.2, and when comparing 12 core of product O and 16 core of 
product T, it is also consistent with 116.98:111.13. 

5. Conclusion 
With the development of cloud technology, cloud migration will proceed faster in the future, 
and the hardware scale calculation of DBMS acts as an important factor in migration. 
Moreover, cloud migration between heterogeneous DBMS will occur continuously. The CPU 
is the factor that has the greatest influence on the hardware scale calculation of DBMS. 

This paper proposed a method of calculating a detailed conversion factor for CPU scale 
calculation that would facilitate the cloud migration of heterogeneous DBMS, and verified the 
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proposal. 
Next, the conversion factor was calculated through the TPC-H test. The calculated 

conversion factor was calculated by dividing it into an overall conversion factor and a 
conversion factor according to three tasks classified as update, insert, and writing so that it can 
be used in various situations. Finally, the proposed calculation technique was verified by 
checking the conversion factor calculated by the test model.  

In the future, further study on additional conversion factors is expected to contribute to the 
efficiency from the cost perspective and stability from an operational perspective of cloud 
migration. 
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